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Abstract We present a computational approach, using
quantum Monte Carlo, that provides some insight into the
effect of electron correlation on chemical bonding between
individual pairs of atoms. Our approach rests upon a recently
suggested relation between the bond order and charge fluc-
tuations with respect to atomic domains. Within the pres-
ent implementation we have taken a compromise between
conceptual rigour and computational simplicity. In a first
step atomic domains were obtained from Hartree-Fock (HF)
densities, using Bader’s definition of atoms in molecules.
These domains were used in a second step in quantum Monte
Carlo calculations to determine bond orders for pairs of atoms.
Correlation effects have been studied by comparison of HF
bond orders with those obtained from pure diffusion quan-
tum Monte Carlo calculations. We illustrate this concept for
C–O and C–S bonds in different molecular environments.
Our results suggest an approximate linear relation between
bond order and bond length for these kinds of bonds.
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1 Introduction

1.1 Analysis of chemical bonding from quantum
Monte Carlo calculations

Within the last few years, quantum Monte Carlo (QMC) has
become a versatile method for accurate electronic structure
calculations, with numerous applications in quantum chem-
istry [1] and solid state physics [2]. Obviously, most of the
work focused on the determination of measurable physical
properties like binding energies, equilibrium structures, exci-
tation energies etc. However, in quantum chemistry there is
also a strong demand for quantities which provide some in-
sight from the point of view of classical chemistry. Conven-
tional quantum chemical methods comply to it by providing
a wealth of additional information, which can be used for
this purpose. We just want to mention canonical and local-
ized orbitals, Mulliken’s or Löwdin’s population analysis for
Hartree-Fock (HF) and density functional theory (DFT). Fur-
thermore natural orbitals and occupation numbers as well as
certain schemes for partitioning the correlation energy into
contributions from orbital subspaces provide some chemical
insight from correlated wavefunctions. It is a common fea-
ture of such quantities that they can be obtained with only
modest additional computational effort. However, to use this
information in a reasonable way requires great care due to
well known conceptual shortcomings of these quantities. In
contrast to this, standard QMC calculations usually offer no
such information. Two novel approaches in this direction will
be briefly discussed below. This shortcoming is mainly due
to the fact that QMC methods operate directly in the con-
figuration space of all electron coordinates, whereas conven-
tional methods are based on discretization schemes using
finite dimensional atomic centred basis sets. The latter greatly
facilitates the decomposition of global quantities like charge
and energy. From a chemist’s point of view it would be highly
desirable to have an interpretive tool, similar to a population
analysis, available in QMC, which provides some insight into
the nature of chemical bonding in molecules and solids. Such
an interpretive tool has to meet a few basic requirements
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which are mandatory for a meaningful application in QMC
calculations.

(i) Close relation to classical concepts of chemical bond-
ing.

(ii) Consistent definition for HF and correlated wavefunc-
tions.

(iii) Basis set independent definition.
(iv) Minor additional computational effort.

As we have already mentioned above there exist two novel
approaches which provide some qualitative insight into chem-
ical bonding from QMC calculations. The first approach by
Scemama et al. [3], in the spirit of ELF, is based on an elec-
tron pair localization function (EPLF) [3]. This approach
satisfies requirements (i) to (iii). The EPLF, however, is rather
demanding from a computational point of view, since it
requires the stochastic calculation of a three-dimensional
function. The second approach of Savin et al. [4–7] con-
siders the shape optimization of spatial domains in order to
maximize the probability that a certain number of electrons
are contained in these domains. Such kind of approach yields
various domains that can be identified with atomic shells, lone
pairs and covalent bonds. It satisfies requirements (i) to (iii)
and has been recently applied by Scemama [4] within var-
iational Monte Carlo calculations. The shape optimization,
however, requires rather sophisticated numerical methods [6]
and cannot presently be routinely applied.

1.2 Bond order and charge fluctuations

A useful concept in the analysis of wavefunctions are charge
fluctuations with respect to certain spatial domains. The
strength of this concept lays in its conceptual simplicity and
great flexibility concerning the choice of the many-particle
method. Charge fluctuations have been extensively studied
in quantum chemistry [5,8–17] and solid-state physics [18–
22] in order to get a better understanding of many-electron
wavefunctions. Research in chemistry mainly focused on the
effects of Fermi repulsion in HF wavefunctions, whereas a
better understanding of electron correlation was the main
motivation in solid state physics. These studies are either
based on a direct partitioning of space into volume elements
[5,8,9,15–17,20–22] or on an indirect partitioning via the
underlying one-particle Hilbert space [10–12,14,18,19]. Both
approaches can lead to substantially different results [13]
depending on the specific choice of the basis set and wave-
function. As already mentioned above, QMC methods do
not rely on a one-particle Hilbert space, therefore we do not
further discuss the second approach.

Charge fluctuations with respect to spatial domains �A ⊂
R

3 can be expressed in terms of the corresponding electron-
number operators

N̂A =
N∑

i=1

ζA(ri ), with ζA(r) =
{

1 for r ∈ �A
0 for r �∈ �A

, (1)

where statistical correlations of charge fluctuations between
domains are given by the covariance matrix of electron-num-
ber operators

cov(N̂A, N̂B) = 〈N̂A N̂B〉 − 〈N̂A〉〈N̂B〉. (2)

We assume �A ∩�B = ∅ for different domains. The calcula-
tion of the covariance matrix requires the expectation values

〈N̂A〉 =
∫

�A

ρ(r) d3r, (3)

〈N̂A N̂B〉 = δA,B

∫

�A

ρ(r1) d3r1

+2
∫

�A

∫

�B

g(r1, r2) d3r1d3r2, (4)

which can be obtained from the spin-averaged electron den-
sity ρ and pair density

g(r1, r2) = N (N − 1)

2

∑

s1...sN

∫
|�(r1, s1, . . . , rN , sN )|2

d3r3d3r4 . . . d3rN (5)

of a HF or correlated wavefunction. These expectation values
are defined in configuration space and provide a consistent
definition for HF and correlated wavefunctions, satisfying
requirements (ii) and (iii). We have already applied charge–
number operators in QMC calculations to study chemical
bonding in mercury clusters [23,24], where their computa-
tional simplicity, in accordance with requirement (iv), has
been demonstrated. Since we were only interested in corre-
lation effects, Wigner–Seitz cells were chosen for the defini-
tion of atomic domains. Within the present work we have
extended our studies to covalent polar bonds. In order to
take into account polarization effects more complex domains
are needed. A common partitioning scheme is Bader’s atoms
in molecules (AIM) approach [8]. It requires only the elec-
tron density, where domains are defined by the so the called
zero-flux surfaces. They are characterized by the requirement
that the gradient of the density is at every point tangential to
these surfaces. Typically zero-flux surfaces enclose regions,
with a single atomic nucleus inside, that can be interpreted
as atomic domains. Alternatively the electron localization
function (ELF) [25,26] can be used along the same lines for
domain decomposition. We have used the AIM approach
since it allows a direct comparison of our calculations with
previous results published in the literature. Furthermore, zero-
flux surfaces do not seem to be very sensitive to electron
correlation. This enables us to determine these surfaces us-
ing, compared with QMC, less expensive methods like HF
or DFT.

Although there is general agreement on the physical and
chemical relevance of charge fluctuations in the literature,
their interpretation in terms of classical chemical concepts
however is highly controversial. Based on previous work of
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Mayer [10–12], Ángyán et al. [15] proposed the following
definition

BA,B = −2cov (N̂A, N̂B) = −2
(
〈N̂A N̂B〉 − 〈N̂A〉〈N̂B〉

)

(6)

of a bond order BA,B between different atoms A and B in a
molecule. The diagonal part of the covariance matrix defines
atomic valence

VA = 2
(
〈N̂ 2

A〉 − 〈N̂A〉2
)

. (7)

Bond orders and atomic valence are related by the sum rule

VA =
∑

B �=A

BA,B . (8)

It should be mentioned that definition (6) agrees with Mayer’s
definition of bond order for HF wavefunctions. However, the
generalization proposed by Mayer for correlated wavefunc-
tions [12] differs in the sense that only the “exchange part”
of the correlated pair density (5) has been taken into ac-
count. The “exchange part” corresponds to the square of the
one-particle density matrix, which has been obtained from a
correlated wavefunction. A peculiar feature of Mayer’s defi-
nition is that the sum rule (8) for correlated wavefunctions
is no more valid. Since any subdivision of the pair density
has some kind of arbitrariness, we follow Ángyán’s sugges-
tion for the definition of bond orders. Mayer’s argument to
refuse definition (6) for correlated wavefunctions is based on
considerations using a partitioning of the one-particle Hilbert
space. The inconsistency found there, however disappears if
a real space partitioning is used, as pointed out by Ángyán
et al. [15].

The interpretation of charge fluctuations between atomic
domains in terms of bond orders has been criticized by
Fradera et al. [16] referring to the original work of Bader
and Stephens [9]. Instead they prefer to define a delocaliza-
tion index, which is identical to Ángyán’s definition for the
bond order (6). They rely on Lewis original definition of a
bond order as the number of electron pairs that constitute
a chemical bond between two atoms [27,28]. For homonu-
clear molecules Mayer’s definition yields values very close
to classical bond orders [15], whereas polar bonds yield frac-
tional bond orders in contrast to classical assignments. In
order to reconcile both definitions, Chesnut proposed some
kind of renormalization procedure [29]. For correlated wave-
functions it becomes even more difficult to assign a certain
number of orbitals to a chemical bond. From the authors point
of view it seems to be justifiable to sacrifice agreement with
classical concepts in these cases for the benefit of a consistent
definition for correlated and HF wavefunctions. Another crit-
icism of Fradera et al. concerns the appearance of non-van-
ishing bond orders between atoms which are not connected
by a bond path in the sense of Bader’s topological analy-
sis of the electron density [8]. In our opinion, the presence
of significant bond orders between classically non-bonded
atoms questions the applicability of the classical model to
certain kinds of chemical bonds. An appropriate criterion for

the applicability of Lewis model has been already suggested
by Ponec and Uhlik [30].

We want to conclude this section with a brief discussion
of some other closely related approaches to analyse chemical
bonds in terms of charge fluctuations. In a series of papers
Ponec and coworkers studied the compatibility of Lewis elec-
tron pair model with Bader’s atoms in molecules approach
[14,30–33]. They assigned chemical bonds to orbitals which
minimize the sum of their individual pair fluctuations [14].
This method has been extended to correlated wavefunctions
[33]. In addition they have studied the properties of a “charge-
weighted” Fermi hole as a criterion for the characterization
of chemical bonds [31,32] and its connection to charge fluc-
tuations. Furthermore, we want to mention Fulton’s approach
[34,35] based on the square root of the one-particle density
matrix, the latter has to be understood in the sense of an
operator. For HF wavefunctions Fulton’s and Mayer’s defi-
nitions are equivalent due to the idempotency of the one-
particle density matrix. However when applied to correlated
wavefunctions both definitions deviate from each other. It has
been stressed by Mayer that his definition of bond order is
intimately related to well established concepts in semi-empir-
ical methods like Wiberg indices, we refer to Ref. [12] for
a discussion of this subject. Another approach, closely con-
nected to charge fluctuations is the recently proposed elec-
tron localizability indicator (ELI) [36], based on the integral
of the same-spin electron pair density over compact regions
enclosing fixed charge. ELI is related to the correlation of
the motion of same-spin electrons. At the HF level of theory,
ELF is an approximation to ELI.

2 QMC calculation of charge fluctuations

We have used the pure diffusion Monte Carlo (PDMC) method
of Caffarel and Claverie [37]. It is based on a generaliza-
tion of the Feynman–Kac formula for the imaginary time
Green’s function, which allows importance sampling from
a given trial wavefunction. The PDMC calculations have
been performed using the so-called fixed-node approxima-
tion, which means, that the nodes of the trial wavefunction
define Dirichlet boundary conditions for the stochastic solu-
tion of Schrödinger’s equation. In contrast to the commonly
employed diffusion Monte Carlo (DMC) method [38], weights
associated with individual walkers are carried through the
simulation and are not converted into branching steps. A
significant advantage for our present application is that the
PDMC algorithm enables an unbiased sampling of expecta-
tion values of local operators. It has been recently proofed
by Assaraf et al. [39] that the PDMC algorithm becomes
asymptotically unstable for a large number of accumulated
weights. Within the present application this does not pose
a serious problem due to the fast convergence of the quanti-
ties under consideration. We demonstrate convergence of the
energy and expectation values for an explict example below.
However it should be mentioned that applications to larger
molecules may require a modification of the algorithm, the
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so called stochastic reconfiguration method [39], which is
asymptotically stable.

Expectation values of the fixed-node ground state wave-
function �fn for local operators Ô , e.g. Ô = N̂A, N̂A N̂B ,
can be obtained from a PDMC calculation according to the
formula

〈Ô〉fn := 〈�fn | Ô | �fn〉
〈�fn | �fn〉

= lim
τ→∞

〈� | exp
(
− τ

2 Ĥ
)

Ô exp
(
− τ

2 Ĥ
)

| �〉
〈� | exp

(
−τ Ĥ

)
| �〉

= lim
τ→∞ lim

T →∞

∫ T
0 dt exp

(
− ∫ t+ τ

2
t EL(xs)ds

)
Ô(xt+ τ

2
) exp

(
− ∫ t+τ

t+ τ
2

EL(xs)ds
)

∫ T
0 dt exp

(
− ∫ t+τ

t EL(xs)ds
) , (9)

where � corresponds to a suitably chosen trial wavefunction.
The right hand side of Eq. (9) has to be understood as a path
integral in the sense of Feynman and Kac, where random
paths in configuration space x = (r1, r2, . . . , rn) ∈ R

3N are
sampled from the stochastic differential equation

dx = ∇�(x)

�(x)
dt + dG (10)

driven by a Wiener process G. Approximating differentials
by finite differences, each path of length τ = Mδτ carries an
exponential weight

W (xi , xi+1, . . . , xi+M ) =
M∏

k=1

exp
[−EL(xi+k)δτ

]
(11)

corresponding to the local energy

EL(x) = Ĥ�(x)

�(x)
(12)

evaluated along the random walk. The expectation value (9)
can be approximated as the limit of averages

〈Ô〉fn ≈ lim
M→∞

∑
i W (xi , xi+1, . . . , xi+M/2) Ô(xi+M/2) W (xi+M/2, xi+1+M/2, . . . , xi+M )∑

i W (xi , xi+1, xi+2, . . . , xi+M )
(13)

with respect to sums over random paths of length τ =
Mδτ . It is obvious from Eq. (9) that in the opposite limit
τ → 0, expectation values for the trial wavefunction � can
be obtained. Taking merely a HF wavefunction for �, this
provides a simple method to obtain uncorrelated charge fluc-
tuations from a QMC calculation. We want to mention that
the estimate (13) is closely related to the forward walking
algorithm in DMC [40]. Combined with a PDMC calcula-
tion of the energy, the stochastic average (13) requires only
minor additional computational effort. On top of it, only
pointwise evaluations of the local operator Ô along the ran-
dom walk have to performed. Within our present application
a pointwise evaluation of an operator N̂A just requires to

count the number of electrons ri ∈ �A of a specific con-
figuration x = (r1, r2, . . . , rn) which belong to an atomic
domain �A.

It has already been mentioned that the PDMC method is
plagued with an asymptotic instability in the limit τ→∞.
Therefore, it is important to study carefully the convergence

of each individual expectation value. For good trial wave-
functions, corrections are typically small and convergence
can be achieved before asymptotic instability becomes notice-
able. This is illustrated in Fig. 1 for formaldehyde. The con-
vergence of Eq. (9) with respect to the parameter τ is shown
for electron-number operators (1), bond-orders (6) and for
comparison for the total energy. It can be seen that all quanti-
ties converge quite well and remain stable over a fairly long
range of the parameter τ . As anticipated from our previous
work [41], the total energy requires only half the value of
τ for convergence than the other operators. It has also been
observed that bond orders converge slightly faster than the
electron-number operators. Furthermore, the convergence
behaviour of sulphur compounds seems to be better than for
their oxygen analogues. This can be understood from the
underlying charge density, which is smoother around the sul-
fur atoms due to the pseudopotential employed.

3 Computational details

We have used standard trial wavefunctions, consisting of a
Jastrow factor [42] times HF wavefunction, in our PDMC

calculations. The parameters of the Jastrow factor have been
optimized by minimizing the variance of the local energy. For
oxygen (sulphur) compounds, the Jastrow factors recovered
between 70 and 83% (84–88%) of the PDMC correlation
energy. In order to ensure unbiased results, a fairly small
time step (δτ = 0.004 hartree−1) has been employed in the
PDMC calculations. Throughout our calculations, we have
used semilocal pseudopotentials [43,44] with 1, 4, 6, and 6
valence electrons for Na, C, O, and S, respectively. For the
HF part of the trial wavefunctions we have chosen uncon-
tracted standard basis sets [43,44], where we have added
at each atom three d-type polarization functions from VQZ
basis sets [45,46] and four s-type basis functions with large
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Fig. 1 Convergence of PDMC expectation values with respect to the
parameter τ for electron-number operators N̂A, bond-orders BAB and
the total energy (hartree) of formaldehyde

exponents. The latter have been added to improve the behav-
iour of the trial wavefunction near the electron-nuclear cusps.
For the same reason we have chosen a large (11 s,1 p) basis
set on hydrogen with exponents taken from Ref. [47]. In the
following we refer to these basis sets as the standard bases.
We have used equilibrium structures determined from exper-
iments [48] in our calculations, except for dithioformic acid
and the two sodium complexes where the structures have
been optimised using coupled cluster with single and double
excitations (CCSD) and the standard basis sets. Furthermore
we have performed CCSD and CCSD(T) calculations using
uncontracted (12s6p3d2 f 1g) (C,O), (16s11p3d2 f 1g) (S),
and (6s3p2d1 f ) (H) basis sets with exponents taken from
aug-cc-VQZ basis sets [45,46]. In the following we refer to
these basis sets as the benchmark bases. These calculations
provide benchmarks for the quality of our PDMC calcula-
tions. All of our HF, CCSD and CCSD(T) calculations have
been performed using the Molpro package of ab initio pro-
grams [49].

The electron densities for Bader’s analysis were
calculated with Gaussian 98 [50] using 6-311G basis sets.
Herewith, discrete representations of electron densities were

generated on an equidistant grid [51]. On this discrete scalar
field, the density basins, i.e., regions enclosed by surfaces of
zero-flux in the electron density gradient, were determined
[52].

4 Effect of electron correlation on CO and CS bonds

The conventional bond order of CO bonds in molecules varies
between 1 to 3 depending whether the classical Lewis struc-
ture corresponds to a single, double or triple bond. However,
even on the classical level this concept has to be softened due
to the appearance of resonance structures that yield fractional
bond orders for certain molecules. For a detailed discussion of
these aspects of CO bonds we refer to the monograph [28]. In
Table 1 we have listed bond orders BA,B according to the defi-
nition of Mayer and Ángyán (6) for selected small molecules
containing varies types of CO bonds. The underlying atomic
domains have been determined from HF electron densities.
Below we briefly discuss the effect of electron correlation on
atomic domains which turned out to be rather small. Before
we enter into a discussion of bond orders, let us first consider
the average number of valence electrons NA in the atomic
domains �A. According to our observations this quantity is
rather insensitive to electron correlation. Therefore we have
listed only the correlated results from PDMC calculations in
Table 1. It turns out that the corresponding atomic charges are
in good agreement with the uncorrelated results reported in
Ref. [28]. We want to mention, however, that due to discret-
ization errors in our numerical scheme for the determination
of zero-flux surfaces, the remaining uncertainty for NA is
≈ 0.1 electrons. While the average number of valence elec-
trons in domains of O atoms remains almost constant between
7.0 and 7.3, the domains of C atoms show large variations
ranging between 1.5 for CO2 up to 3.0 for formaldehyde.
These numbers already indicate the strong polarity of CO
bonds. The polarity of covalent bonds is further reflected by
the bond orders of these molecules.

Uncorrelated calculations yield for the typical C–O sin-
gle bond in formic acid a bond order of 0.84, which has to
be compared with a bond order of 1.5 for C=O double bonds
in this molecule and formaldehyde. Although polarity causes
substantial deviations from integer values the ratio between
the bond orders is close to two. Contrary to the classical
Lewis structure, where a triple bond has been assigned to the
CO molecule, we observe a bond order very close to typical
double bonds. Placing a Na+ ion on the side of the C atom
reduces the polarity of the bond and causes a slight increase
of the bond order. Another case where the calculated bond
order is lower than conventionally expected is the CO2 mol-
ecule. Instead of a double bond we obtained a bond order
of 1.2 that is halfway between a single and double bond.
In accordance with the qualitative theory of charge fluctu-
ations, incorporation of electron correlation always reduce
bond orders. We refer to Fulde’s monograph [18] for a de-
tailed discussion of the subject. Single bonds are reduced
by ≈ 0.13 orders whereas double bonds are affected much
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Table 1 Correlation effects on CO and neighbouring bonds for selected
small molecules

Molecule Atom 〈N̂A〉PDMC Pair BHF
A,B BPDMC

A,B 	BA,B

H2CO H 0.99(1) H,C 0.90(1) 0.76(1) 0.14(2)
C 2.96(1) C,O 1.51(1) 1.17(1) 0.34(2)
O 7.06(1)

HCOO′H′ H 0.86(1) C,H 0.86(1) 0.71(1) 0.15(2)
C 2.56(1) C,O 1.48(1) 1.14(1) 0.34(2)

C,O′ 0.84(1) 0.72(1) 0.12(2)
O 6.98(1)
O′ 7.16(1) O′,H′ 0.66(1) 0.57(1) 0.09(2)
H′ 0.45(1)

CO2 C 1.51(2) C,O 1.20(1) 1.04(3) 0.16(4)
O 7.25(2)

CO C 2.67(1) C,O 1.56(1) 1.28(1) 0.28(2)
O 7.33(1)

Na+ CO C 2.91(1) C,O 1.71(1) 1.40(1) 0.31(2)
O 7.05(1)

Average number of valence electrons in atomic domains 〈N̂A〉PDMC
and bond orders between pairs of atoms BPDMC

A,B have been obtained
from PDMC calculations. The correlation effects on the bond order
	BA,B have been obtained by comparison with corresponding HF bond

orders BHF
A,B . Statistical errors on the last digit are given in parenthesis

stronger and decrease by ≈ 0.32 orders. Again a noticeable
exception is the CO2 molecule where the correlation effect
is comparatively weak.

For comparison we have also studied bond orders for CS
bonds where an analogous set of molecules with O
replaced by S has been considered. The polarity of the bonds
is reversed in this case as can be seen from the number of
valence electrons in the atomic domains of C and S atoms
listed in Table 2. Within the atomic domains of C atoms we
found between 4.6 and 5.4 electrons, whereas between 5.1
and 5.8 electrons could be assigned to S atoms. This means
that the absolute atomic charges are much smaller than in the
corresponding O containing molecules.

Due to the weak polarity of the CS bonds, the Mayer and
Ángyán definition of bond order is much closer to its clas-
sical counterpart. The calculated uncorrelated bond order of
1.3 for the C–S single bond in dithioformic acid is somewhat
larger, while the bond order of 2.8 for a triple bond in the
CS molecule is slightly smaller than the bond orders derived
from the classical Lewis structures. For double bonds almost
perfect agreement between the calculated uncorrelated and
classical bond orders has been observed. In contrast to CO2,
the bonds in the CS2 molecule behave like ordinary double
bonds. Taking into account electron correlation we obtain
much stronger effects on the bond orders than for the corre-
sponding molecules containing O atoms. For thioformalde-
hyde and dithioformic acid the reduction of the bond order
for CS bonds, due to electron correlation, is almost twice
as large as for the CO bonds in formaldehyde and formic
acid. The reduction of bond order for the CS2 molecule is in
agreement with their characterization as double bonds in the
uncorrelated calculations. Even three times larger is the reduc-
tion of bond order for CS compared to CO molecules. These
observations indicate the importance of an accurate treatment

Table 2 Same as Table 1 but for small molecules containing C and S
atoms

Molecule Atom 〈N̂A〉PDMC Pair BHF
A,B BPDMC

A,B 	BA,B

H2CS H 0.96(1) H,C 0.98(1) 0.82(2) 0.16(3)
C 4.58(1) C,S 2.08(1) 1.44(1) 0.64(2)
S 5.50(1)

HCSS′H′ H 0.87(1) H,C 0.93(1) 0.76(1) 0.17(2)
C 4.59(1) C,S 1.88(2) 1.34(2) 0.54(4)

C,S′ 1.28(2) 0.95(2) 0.33(4)
S 5.70(1)
S′ 5.78(1) S′,H′ 1.07(1) 0.90(2) 0.17(3)
H′ 1.05(1)

CS2 C 5.36(1) C,S 2.05(2) 1.49(3) 0.56(5)
S 5.32(2)

CS C 4.84(1) C,S 2.81(3) 1.87(2) 0.94(5)
S 5.16(1)

Na+ CS C 4.77(1) C,S 2.74(2) 1.83(2) 0.91(4)
S 5.14(1)

of electron correlation. In order to demonstrate the high accu-
racy of our PDMC calculations, we have shown in Fig. 2, the
total amount of correlation energy recovered from PDMC
calculations compared with CCSD and CCSD(T) correlation
energies obtained with the benchmark basis sets discussed in
Sect. 3.

Within the present work, Bader’s analysis has been per-
formed for HF electron densities which means that we
neglected possible effects of electron correlation on the shape
of atomic domains. This is owing to technical difficulties
to calculate accurate correlated electron densities and their
gradients with QMC or other many-particle methods. In prin-
ciple DFT provides exact electron densities, however, in prac-
tice there exists a whole zoo of functionals and the qualitiy
of the corresponding electron densities are hard to guess.
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mark bases
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In order to get an idea about the magnitude of this cor-
relation effect, we have studied the CO and CS molecule
with atomic domains from DFT electron densities using the
B3LYP exchange-correlation functional. It is well known that
electron correlation plays an important part in the chemical
bonding of these molecules. The number of electrons as-
signed to the C atom is slightly increased by ≈ 0.2 electrons,
which indicates that the zero-flux surface is shifted towards
the O (S) atom for these molecules. Concerning the bond or-
der we observed only a minor increase of ≈ 0.1 orders for
both molecules. This is considerably smaller than the total
effect of electron correlation which is ≈ 0.3 and 0.9 orders
for CO and CS, respectively.

As we have already mentioned in Sect. 1.2, a main objec-
tion against the definition of bond order via charge fluc-
tuations [16] is the presence of non-vanishing bond orders
between classically non-bonded atoms. Some of these non-
classical bond orders are shown in Fig. 4 for formaldehyde,
formic acid and their sulphur analogous. Indirect exchange
paths via intermediate atoms perhaps give rise to these non-
classical bond orders. In contrast to bond orders between
classically bonded atoms, these bond orders are in some cases
slightly enhanced through electron correlation. Concerning
their magnitude, there seems to be almost no
difference between the oxygen and sulfur compounds. The
largest non-classical contributions appear in CO2 and CS2,
where correlated bond orders of 0.25 have been observed
between the two oxygen and sulfur atoms.

It is tempting to study possible correlations between bond
orders and bond lengths for these molecules. In Fig. 3 we
have plotted bond orders versus bond lengths for CO and CS
bonds. For both kinds of bonds a linear dependence between
bond order and bond length seems to reproduce the data rea-
sonably well except the CO2 molecule. This can be seen from
Fig. 4 where straight lines are fitted to our data excluding

H

C

H

O

0.11(1)

0.05(1)

C

H

O

H

0.09(1) 0.09(1)

O

0.18(1)

0.05(1)

0.05(1)

H

C

H

0.11(1)

S

H

C

H

S S

0.10(1) 0.07(1)

0.16(2)

0.08(1)

Fig. 3 Bond orders between classically non-bonded atoms from PDMC
calculations. Statistical errors on the last digit are given in parenthesis

1.1 1.2 1.3
C-O bond length (Å)

0.6

0.8

1

1.2

1.4

1.6

1.8

C
-O

 b
on

d 
or

de
r

PDMC
HF

N
a+

-C
=

O
C

=
O

H
C

(O
H

)=
O

H
2C

=
O

H
C

(O
)-

O
H

O
=

C
=

O

1.5 1.6 1.7
C-S bond length (Å)

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

3

C
-S

 b
on

d 
or

de
r

PDMC
HF

N
a+

-C
=

S C
=

S

H
C

(S
H

)=
S

H
2C

=
S

H
C

(S
)-

S
H

S
=

C
=

S

a

b

Fig. 4 Bond order of CO and CS bonds versus equilibrium bond length
for selected small molecules. The correlated bond orders have been
obtained from PDMC calculations. Straight lines are fitted to the cor-
related and uncorrelated bond orders. The CO2 molecule has been
excluded from the fits

the CO2 molecule. Inclusion of electron correlation seems to
improve somewhat the linear fit, whereby a slight flattening
of the straight lines can be observed. In order to be taken
serious, these correlations, however, require further studies
on much larger sets of molecules.

5 Conclusions

The usefulness of Lewis structures is due to the fact that
they provide a simple interpretation of experimental data, e.g.
bond lengths, vibrational frequencies or mean bond enthal-
pies, in terms of single, double and triple bonds. However,
correlations between bond order and these properties have
only qualitative character. They are further obscured by an
obvious ambiguity of the model, i.e. if several resonance
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structures are required for the description of a chemical bond.
More quantitative models avoid possible ambiguities for sys-
tems with several resonance structures and are in good agree-
ment with the classical Lewis model for system that can be
described by a single Lewis formula. An obvious drawback
of such models is the loss of simplicity compared with Lewis
structures that leads to a considerable computational effort.
In order to study the suitability of a quantitative model it
is important to perform calculations with the highest pos-
sible accuracy. However, the prospect to obtain refined and
possibly quantitative correlations between bond order and
experimental data outweigh this disadvantage. Within the
present work we focused on a concept of bond order based
on charge fluctuations with respect to atomic domains. The
model requires the computation of expectation values with
respect to complicated spatial domains. QMC offers the pos-
sibility to calculate these expectation values for highly accu-
rate correlated wavefunctions with reasonable computational
costs. Our results emphasize the significance of an accurate
treatment of electron correlation. This has been demonstrated
for CO and CS bond orders, the latter are in nice agreement
with the Lewis model on the HF level of theory. Incorpo-
ration of electron correlation reduces these bond orders on
the average by 18 and 30%, respectively. Contrary to this,
bond orders between classically non-bonded atoms are partly
enhanced by electron correlation. We have studied possible
correlations between our calculated bond orders and bond
lengths. It turned out that an almost linear dependency can
be observed for these bonds, which actually improves by
incorporation of electron correlation.
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